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▪ Automated experimentation with active learning

▪ Experimentation requires energy, time and resources

Learning agent strategies from observations



Learning agent strategies from observations
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Related work
Size of the hypothesis 
space considered

Active Learning Target hypotheses learned

Robot Scientist (King et al, 
2004)

Finite (15) yes Abductive bindings

MetaBayes (Muggleton et 
al, 2014)

infinite no logic programs

Efficiently Learning Efficient 
Programs (Cropper, 2017)

Reduced with Abstractions no strategies

Bayesian Active MIL (2018) infinite yes strategies
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Related work

▪ Relational Reinforcement Learning

▪ Active Learning
• Widely studied for identifying classifiers
• Other applications, among them Object Detection in Computer Vision 

(Roy et al., 2016), Natural Language Processing (Thompson et al., 1999)
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▪ Active Learning

▪ Meta-Interpretive Learning

Framework

▪ Bayesian prior probability distribution over the hypothesis space

ent(e) = p log(p) + (1-p)log(1-p)

+ -



Framework
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▪ Entropy of the instances measured from the sampled set of hypotheses

▪ Regular Sampling (MetaBayes, 2014)

Implementation



Theoretical Analysis
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▪ Active learner: selects the instance with maximum entropy among a set of N sampled 
instances

Pactive (pi < p ε) = (1- ε)N Pactive (pε ≤ pi) = N ε - o(ε)

Ppassive (pε ≤ pi) = ε

ε

Probability distribution

What is the probability of selecting an instance ε-close to the entropy maximum?

▪ Passive learner: random selection



Results: Learning a Regular Grammar

Accuracy versus the number of 
iterations

Entropy versus the number of 
iterations

Number of hypotheses versus the 
number of iterations
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q0([0|A],B) :- q1(A,B).
q0([1|A],B) :- q0(A,B).
q0([0|A],B) :- q0(A,B).
q1([1|A],B) :- q1(A,B).
q0([],[]).



Results: Learning a Bee Strategy

Accuracy versus the number of 
iterations

Entropy versus the number of 
iterations

Number of hypotheses versus the 
number of iterations
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f(A,B):- f2(A,C),grab(C,B).
f2(A,B):- until(A,B,at_flower,f1).
f1(A,B):- ifthenelse(A,B,waggle_east,move_right,move_left).



Conclusion

▪ Automated experimentation with active learning for learning efficient strategies 
while making efficient use of experimental materials
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▪ Wide range of applications such as modelling butterfly behaviors



Future work: learning probabilistic models
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▪ Generation of SLP by Super-Imposition

▪ Model scoring: sum of log posterior probabilities

𝑆𝑐𝑜𝑟𝑒 𝑀 = ෍

𝑒 𝑖𝑛 𝑇𝑒𝑠𝑡 𝑆𝑒𝑡

log(𝑃 𝑀 𝑒 ) = ෍

𝑒 𝑖𝑛 𝑇𝑒𝑠𝑡 𝑆𝑒𝑡

log 𝑃 𝑒 𝑀 + log 𝑃 𝑀 − log 𝑃 𝑒



Future work: multi-agents
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▪ Learning a strategy for describing the behavior of an agent adapting in an 
evolving environment

▪ Applications: 2 player games



Thank you
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