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- In $I L P_{b}\left(\right.$ resp $\left.I L P_{c}\right)$ at least one (resp every) answer set of $B \cup H$ must cover the (atom) examples.
- In ILP $P_{\text {LAS }}$ examples are partial interpretations and a combination of $I L P_{b}$ and $I L P_{c}$ can be expressed.
- This paper asks two fundamental questions:
- What class of ASP programs can each framework learn?
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## Definition 3
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## Complexity

| Framework | Verification | Satisfiablity |
| :---: | :---: | :---: |
| $I L P_{b}$ | $N P$-complete | $N P$-complete |
| $I L P_{s m}$ | $N P$-complete | $N P$-complete |
| $I L P_{c}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LAS }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LOAS }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LOAS }}^{\text {contex }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
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| Framework | Verification | Satisfiablity |
| :---: | :---: | :---: |
| $I L P_{b}$ | $N P$-complete | $N P$-complete |
| $I L P_{s m}$ | $N P$-complete | $N P$-complete |
| $I L P_{c}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LAS }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LOAS }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LOAS }}^{\text {context }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
| $I L P_{\text {LOAS }}^{\text {noise }}$ | $D P$-complete | $\Sigma_{2}^{P}$-complete |
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## Conclusion

- We have introduced three new measures of the generality of a learning framework.
- For each of the three measures:
$\mathcal{D}\left(I L P_{b}\right) \subseteq \mathcal{D}\left(I L P_{s m}\right) \subset \mathcal{D}\left(I L P_{L A S}\right) \subset \mathcal{D}\left(I L P_{\text {LOAS }}\right) \subset \mathcal{D}\left(I L P_{\text {LOAS }}^{\text {context }}\right)$
$\mathcal{D}\left(I L P_{c}\right) \subset \mathcal{D}\left(I L P_{\text {LAS }}\right)$
- There is no price to be paid (in terms of complexity) for the gain in generality of $I L P_{\text {LOAS }}^{\text {context }}$ over $I L P_{c}$.
- $I L P_{b}$ and $I L P_{s m}$ are of lower complexity, but are less general than $I L P_{\text {LAS }}$.
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## One-to-many Distinguishability

- In the paper, we proved that if for any two $\mathcal{F}$ tasks $T_{1}, T_{2}$ there is a task $T_{3}$ such that $I L P_{\mathcal{F}}\left(T_{3}\right)=I L P_{\mathcal{F}}\left(T_{1}\right) \cap I L P_{\mathcal{F}}\left(T_{2}\right)$ then:

$$
\mathcal{D}_{m}^{1}(\mathcal{F})=\left\{\begin{array}{l|l}
\left\langle B, H,\left\{H_{1}, \ldots, H_{n}\right\}\right\rangle & \begin{array}{c}
\left\langle B, H, H_{1}\right\rangle \in \mathcal{D}_{1}^{1}(\mathcal{F}), \\
\ldots \\
\left\langle B, H, H_{n}\right\rangle \in \mathcal{D}_{1}^{1}(\mathcal{F})
\end{array}
\end{array}\right\} .
$$

- In $I L P_{L A S}, T_{3}$ can be constructed as $\left\langle B, E_{1}^{+} \cup E_{2}^{+}, E_{1}^{-} \cup E_{2}^{-}\right\rangle$.
- This property holds for every framework (in the paper) other than $I L P_{b}$.

$$
\begin{aligned}
& \mathcal{D}_{m}^{1}\left(I L P_{b}\right) \subset \mathcal{D}_{m}^{1}\left(I L P_{s m}\right) \subset \mathcal{D}_{m}^{1}\left(I L P_{L A S}\right) \subset \mathcal{D}_{m}^{1}\left(I L P_{L O A S}\right) \subset \mathcal{D}_{m}^{1}\left(I L P_{L O A S}^{\text {context }}\right) \\
& \mathcal{D}_{m}^{1}\left(I L P_{c}\right) \subset \mathcal{D}_{m}^{1}\left(I L P_{L A S}\right)
\end{aligned}
$$
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## Brave Induction cannot learn constraints

- Let $H$ be a hypothesis and $C$ be a constraint.
- For any $T=\left\langle B, E^{+}, E^{-}\right\rangle$st $H \cup C \in I L P_{b}(T)$, there is an $A \in A S(B \cup H \cup C)$ st $E^{+} \subseteq A$ and $E^{-} \cap A=\emptyset$.

Any such $A$ is also an answer set of $B \cup H$.

- Hence $I L P_{b}$ cannot distinguish $H \cup C$ from $H$ (wrt any background knowledge).
- In practice this means that $I L P_{b}$ cannot learn constraints.
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## Other notion of generality

- (De Raedt 1997) defined generality in terms of reductions. $\mathcal{F}_{1}$ is said to be more general than $\mathcal{F}_{2}$ iff $\mathcal{F}_{2} \rightarrow_{r} \mathcal{F}_{1}$ and $\mathcal{F}_{1} \nrightarrow 力_{r} \mathcal{F}_{2}$.
- These reductions allowed the background knowledge $B$ to be modified in the reduction, whereas distinguishability does not.
- In the paper we define strong reductions which force the background knowledge to be the same and show that $\mathcal{F}_{1} \rightarrow_{s r} \mathcal{F}_{2}$ if and only if $\mathcal{D}_{m}^{m}\left(\mathcal{F}_{1}\right) \subseteq \mathcal{D}_{m}^{m}\left(\mathcal{F}_{2}\right)$.
- Other than the restriction on the background knowledge, distinguishability also allows for fine grained comparisons of frameworks which are incomparable under reductions and strong reductions.
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